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Course Overview

This course will allow studentsto Understand uncertainty and Problem solving techniques, various symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, various learning techniques and agent technology, Identify symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, a particular inference algorithm for a given problem specification and agent technology, Analyze intelligent agents for problem solving, reasoning, planning, decision making,  performance constraints for a large system and Implement AI technique to a given concrete problemrelatively by considering a  large system
Course Learning Objectives (CLO):  

At the end of the course the students should be able to: 

1. Understand uncertainty and Problem solving techniques, various symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent
2. Understand  different logical systems for inference over formal domain representations, various learning techniques and agent technology
3. Identify symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, a particular inference algorithm for a given problem specification and agent technology
4. Analyze intelligent agents for problem solving, reasoning, planning, decision making,  performance constraints for a large system
5. Implement AI technique to a given concrete problemrelatively by considering a  large system
Relevance of the Course:
This course will allow students to Understand uncertainty and Problem solving techniques, various symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, various learning techniques and agent technology, Identify symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, a particular inference algorithm for a given problem specification and agent technology, Analyze intelligent agents for problem solving, reasoning, planning, decision making,  performance constraints for a large system and Implement AI technique to a given concrete problemrelatively by considering a  large system


.
Course Outcomes

Upon completion of the course the students will be able to do

1. Understand uncertainty and Problem solving techniques, various symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent
2. Understand  different logical systems for inference over formal domain representations, various learning techniques and agent technology
3. Identify symbolic knowledge representation to specify domains and reasoning tasks of a situated software agent, different logical systems for inference over formal domain representations, a particular inference algorithm for a given problem specification and agent technology
4. Analyze intelligent agents for problem solving, reasoning, planning, decision making,  performance constraints for a large system

5. Implement AI technique to a given concrete problemrelatively by considering a  large system
Course Content

Course Code:   14SCS24                                                                            
Course Title:  Artificial Intelligence & Agent Technology 
CIE: 50
Teaching Hours: 50                                                                                                                  SEE: 100
	Module I. What is Artificial Intelligence: The AI Problems, The Underlying assumption, What is an AITechnique? The Level of the model, Criteria for success, some general references, One final word andbeyond. the problem as a state space search, Productionsystems, Problem characteristics, Production system characteristics, Issues in the design of searchprograms, Additional Problems.Agents and Environments, The nature of environments, The structure of agents.
	10

Hours

	Module II.  
Heuristic search techniques: Generate-and-test, Hill climbing, Best-first search, Problem reduction,Constraint satisfaction, Mean-ends analysis.

Representations and mappings, Approaches to knowledge representation, Issues in knowledge representation, The frame problem. Representing simple facts in logic, representing instance and ISA relationships,Computable functions and predicates, Resolution, Natural Deduction. Logical Agents: Knowledge –based agents, the Wumpus world, Logic-Propositional logic, Propositionaltheorem proving, Effective propositional model checking, Agents based on propositional logic.      

	10
Hours

	Module III.     
Symbolic Reasoning Under Uncertainty: Introduction to nonmonotonic reasoning, Logic fornonmonotonic reasoning, Implementation Issues, Augmenting a problem-solver, Implementation: Depthfirstsearch, Implementation: Breadth-first search. Probability and bayes Theorem, Certainty factors and rule-based systems,Bayesian Networks, Dempster-Shafer Theory, Fuzzy logic.  Acting under uncertainty, Basic probability notation, Inference using full jointdistributions, Independence, Bayes’ rule and its use, The Wumpus world revisited.


	10 Hours

	Module IV. Weak Slot-and-filter structures: Semantic Nets, Frames.

Strong slot-and –filler structures: Conceptual dependency, scripts, CYC., Games, Optimal Decision in Games, Alpha-Beta Pruning, Imperfect Real-TimeDecisions, Stochastic Games, Partially Observable Games, State-Of-The-Art Game Programs, AlternativeApproaches
    
	10 Hours

	Module V.  Learning From examples: Forms of learning, Supervised learning, Learning decision trees, Evaluatingand choosing the best hypothesis, The theory of learning ,PAC, Regression and Classification with linearmodels, Nonparametric models, Support vector machines, Ensemble learning., Statistical learning, learning with complete data, learning with hiddenvariables: The EM algorithm.


	10

 Hours


Text Books.
1. Elaine Rich,Kevin Knight, Shivashanka B Nair:Artificial Intelligence, Tata CGraw Hill 3rdedition. 2013
2. Stuart Russel, Peter Norvig: Artificial Intelligence A Modern Approach, Pearson 3rd edition 2013.

Reference Books:

3. Nils J. Nilsson: “Principles of Artificial Intelligence”, Elsevier
PROGAMME EDUCATIONAL OBJECTIVES - 2014 Scheme & Syllabus for M.Tech in COMPUTER SCIENCE AND ENGINEERING

PEO1:   Post Graduates will have enhanced analytical and computational skills to solve problems of the real world.

PEO2:   Post Graduates will exhibit professional ethics and effective communication and documentation skills to perform in teams and will acquire leadership roles.

PEO3: Post Graduates will be effective leaders with technical expertise that drives innovation, communication and collaboration skills to inspire and guide interdisciplinary groups and adapt to constantly evolving technology. 

PEO4:  Post Graduates will continue to learn and apply research methodologies to solve challenging problems with social relevance for the growth of the nation with sustainable and inclusive technology.    

PROGAMME OUTCOMES for M.Tech in Computer Science and Engineering
 2014 SCHEME & SYLLABUS 
(Based on the Post Graduate Attributes for PG program as defined by NBA)

1. Post Graduates will have enhanced knowledge by evaluating, analyzing and applying principles of mathematics ,computer science and engineering with a global perspective.

2. Post Graduates will explore complex problems with a research perspective by design, analysis and simulation to interpret real world scenarios.

3. Post Graduate will have an ability to solve engineering problems effectively, individually and in teams, to accomplish a common goal considering public health & safety, cultural, societal and ethical factors.

4. Post Graduate will extract and analyze information for solving problems by applying research methodologies, technology and tools to contribute towards development of societal needs.

5. Post Graduate will explore, select, learn and model applications through use of modern and state-of-art software/hardware tools.

6. Post Graduates will acquire strong communication skills to be a part of teams involved in collaborative, multidisciplinary research activities and engage in reflexive and life-long learning.

7. Post Graduates will acquire leadership, project management and financial skills with professional ethics.

Course Achievable Matrix

Module 1: Artificial Intelligence
	Sub-Topics
	Course Outcomes

	AI Problems, The Underlying assumption, The Level of the model, Criteria for success, some general references
	CO1

	Defining, the problem as a state space search, Productionsystems, 
	CO1

	Problem characteristics, Production system characteristics, Issues in the design of searchprograms 
	CO1

	Agents and Environments, The nature of environments, The structure of agents.
	CO1


Module 2: Knowledge representation issues
	Sub-Topics
	Course Outcomes

	Generate-and-test, Hill climbing, Best-first search, Problem reduction,Constraint satisfaction, Mean-ends analysis. Representations and mappings
	CO1

	Representing simple facts in logic, representing instance and ISA relationships,Computable functions and predicates, Resolution, Natural Deduction. Knowledge –based agents
	CO2

	 Wumpus world, Logic-Propositional logic, Propositionaltheorem proving, Effective propositional model checking, Agents based on propositional logic.


	CO4


Module 3 Statistical reasoning, uncertainty, symbolic reasoning             

	Sub-Topics
	Course Outcomes

	Logic for nonmonotonic reasoning, Implementation Issues,  Depthfirstsearch, Implementation: Breadth-first search.
	CO1

	Probability and bayes Theorem, Certainty factors and rule-based systems,  Dempster-Shafer Theory, Fuzzy logic.

	CO3

	Acting under uncertainty
	CO1

	Bayes rule and implementation
	CO4

	The Wumpus world
	CO1


Module 4 : Weak slot filter structure, Adversarial search
	Sub-Topics
	Course Outcomes

	 Semantic Nets, Frames.
	CO1

	 Conceptual dependency, scripts, CYC.
	CO2

	Games, Optimal Decision in Games
	CO1

	 Alpha-Beta Pruning, Imperfect Real-TimeDecisions
	CO1

	Stochastic Games, Partially Observable Games, State-Of-The-Art Game Programs, AlternativeApproaches, Summary 
	CO2


Module 5 : Learning from examples, probability models 
	Sub-Topics
	Course Outcomes

	Forms of learning, Supervised learning, Learning decision trees, Evaluatingand choosing the best hypothesis, The theory of learning ,PAC, Regression and Classification with linearmodels, Nonparametric models, Support vector machines, Ensemble learning.
	CO1

	Statistical learning, learning with complete data, learning with hiddenvariables: The EM algorithm
	CO4


COURSE OUTCOME Distribution for each UNIT
	Module
	CO1
	CO2
	CO3
	CO4
	Total

	Module 1
	6
	0
	0
	4
	10

	Module 2
	0
	6
	4
	0
	10

	Module 3
	1
	0
	7
	2
	10

	Module 4
	1
	5
	0
	4
	10

	Module 5
	0
	6
	0
	4
	10

	Total 
	8
	17
	11
	14
	50

	Achievable
	(100x8/50)
16
	34
	22
	28
	100


	Module
	CO1
	CO2
	CO3
	CO4
	Total

	Module 1
	(6/50)*210=25.20
	0
	0
	(4/50)*210=16.80
	42

	Module 2
	0
	(6/50)*210=25.20
	(4/50)*210=16.80
	0
	42

	Module 3
	  (1/50)*210=4.20
	0
	(7/50)*210=29.40
	(2/50)*210=8.40
	42

	Module 4
	   (1/50)*210=4.20
	(5/50)*210=21
	0
	(4/50)*210=16.80
	42

	Module 5
	0
	(6/50)*210=25.20
	0
	(4/50)*210=16.80
	42

	
	33.60
	71.40
	46.20
	58.80
	210


	TEST
	CO-I
	CO-II
	CO-III
	CO-IV
	TOTAL

	I  (M1 & M2)
	6/20X70=21
	6/20X70=21
	4/20X70=14
	4/20X70=14
	70

	II  (M3 &M4)
	2/20X70=7
	5/20X70=17.50
	7/20X70=24.50
	6/20X70=21
	70

	III (M4 & M5)
	1/20X70=3.50
	11/20X70=38.50
	0
	8/20X70=28
	70

	TOTAL
	31.5
	77
	38.50
	63
	210

	%
	(31.5x100)/210=15%
	36.66%
	18.33%
	30%
	100


	AI & AT (14SCS24)

	CO Achievable Matrix for Theory

	CO1
	CO2
	CO3
	CO4
	Total

	8
	17
	11
	14
	50

	16%
	34%
	22%
	28%
	100
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	AI and Agent Technology(14SCS24) 

Course Outcome Mapping with Pos

	
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7

	CO1
	H
	M
	L
	H
	M
	L
	L

	CO2
	M
	L
	M
	M
	H
	M
	L

	CO3
	H
	M
	H
	L
	M
	H
	M

	CO4
	L
	H
	M
	M
	L
	M
	H


	Course Mapping with Pos
	

	AI AND AGENT TECHNOLOGY(14SCS24) 
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7

	
	H
	H
	M
	M
	M
	L
	L


	Course Mapping with PEOs

	AI AND AGENT TECHNOLOGY(14SCS24)
	PEO1
	PEO2
	PEO3
	PEO4

	
	H
	L
	L
	H


Evaluation Scheme

	Scheme for Continuous Internal Evaluation (CIE):
CIE consists of Three Tests each for 50 marks out of which best of two will be considered.

Scheme of Evaluation for Theory (SEE) (100):
The question paper consists of eight questions (descriptive, analytical, problems or/and design) carrying 20 marks each. Student needs to answer any five out of those eight questions.


Course Utilization for Internals and Semester End Examination

	Units
	Teaching

Hours
	No. of Questions
	No. of Questions in SEE

	
	
	Internals

I
	Internal

II
	Internals

III
	

	1
	UNIT-I
	4
	1
	-
	-
	2

	2
	UNIT-II
	12
	4
	-
	-
	2

	3
	UNIT-III
	12
	-
	3
	-
	2

	4
	UNIT-IV
	14
	-
	2
	2
	2

	5
	UNIT-V
	8
	-
	-
	3
	2


Faculty In-charge Dr. S.Sridhar, Dean-CCCF                                           Head of Department
Chapter wise Plan

Unit -1

	Course Code and Title14SCS24 AI & AT 

	Chapter Number and Title:1.  Introduction to AI & AT
	Planned Hours: 10Hrs


Learning Objectives:

1. Understand AI Problems, characteristics, agents and environments
2. Analyze the various issues involved in AI related problems
3. Demonstrate the problems in AI & AT
4. Implement simple AI oriented solutions.

	Lesson Schedule

Class No.   Portion covered per hour

1. The AI Problems, The Underlying assumption

2.  What is an AITechnique? The Level of the model, Criteria for success, some general references

3. Defining, the problem as a state space search, 

4. Production systems, Problem characteristics, 

5. Production system characteristics, 

6. Issues in the design of search programs, 

7. Additional Problems.
8. Agents and Environments, 
9. The nature of environments, 
10. The structure of agents


Chapter End Review Questions 
1. What is an AITechnique? Explain the Level of the model, Criteria for success, some general references
2. Define the problem as a state space search, 
3. Explain Production systems, Problem characteristics, 
4. What are the Issues in the design of search programs, 
5. Explain Agents and Environments, 
Unit – 2
	Course Code and Title 14SCS24 AI & AT

	Chapter Number and Title:2. Search techniques, Representation of knowledge , Propositional logic
	Planned Hours: 10Hrs


Learning Objectives

1. Understand Search techniques

2. Analyze knowledge model

3. Design computational functions

4. Deployment and Implementation of logic in problem solving

	Lesson Schedule

Class No.   Portion covered per hour

1. Generate-and-test, Hill climbing, 

2. Best-first search, Problem reduction, Constraint satisfaction, 

3. Mean-ends analysis, Representations and mappings, 

4. Approaches to knowledge representation, Issues in knowledge representation, The frame problem.

5. Representing simple facts in logic, representing instance and ISA relationships, 

6. Computable functions and predicates, Resolution, Natural Deduction.
7. Knowledge –based agents, the Wumpus world, 
8. Logic-Propositional logic, Propositional theorem proving, 
9. Effective propositional model checking, 
10. Agents based on propositional logic


Model Questions 

1.Explain Generate-and-test, Hill climbing, 
2.Explain Best-first search, Problem reduction, Constraint satisfaction, 
3.Explain Mean-ends analysis, Representations and mappings, 
4.What are the Approaches to knowledge representation and  Issues in representation ?

5.How do you Represent simple facts in logic, representing instance and ISA relationships ?

6.Explain Knowledge –based agents, the Wumpus world, 
7.Explain Logic-Propositional logic, Propositional theorem proving, 
8.What are Agents based on propositional logic ?
Unit – 3

	Course Code and Title 14SCS24 AI & AT

	Chapter Number and Title: 3. Symbolic reasoning, Statistical reasoning
	Planned Hours:10Hrs


Learning Objectives

1. Understand the concept of Symbolic reasoning and statistical reasoning
2. Apply Reasoning techniques
3. Analyze the various methods
4. Apply reasoning techniques to solve problems
.  

	Lesson Schedule

Class No.   Portion covered per hour

1. Introduction to nonmonotonic reasoning, 

2. Logic for nonmonotonic reasoning, 

3. Implementation Issues, Augmenting a problem-solver, 

4. Implementation: Depthfirst search, Implementation: Breadth-first search.

5. Probability and bayes Theorem, Certainty factors and rule-based systems,

6. Bayesian Networks, Dempster-Shafer Theory, Fuzzy logic.

7. Acting under uncertainty, Basic probability notation, 

8. Inference using full joint distributions, 

9. Independence, Bayes’ rule and its use, 

10. The Wumpus world revisited.




Model Questions

1. What do you mean by  nonmonotonic reasoning ?

2. What is the Logic for nonmonotonic reasoning ?

3. Explain Implementation Issues, Augmenting a problem-solver, 
4. How do you  Implement: Breadth-first search.?

5. Explain : Bayesian Networks, Dempster-Shafer Theory, Fuzzy logic.
6. Explain : The Wumpus world revisited.

Unit - 4
	Course Code and Title14SCS24 AI & AT

	Chapter Number and Title: 4. Weak slot filters, strong slot filters , search techniques 

	Planned Hours: 10Hrs


Learning Objectives:

1. Understand the various filters

2. Apply filters and search 

3. Implement solutions

	Lesson Schedule

Class No.   Portion covered per hour

1.    Semantic Nets, Frames

2.    Conceptual dependency, scripts, 

3.    CYC.Games, 

4.    Optimal Decision in Games, 

5.    Alpha-Beta Pruning, 

6.    Imperfect Real-Time Decisions, 

7.    Stochastic Games, 

8.    Partially Observable Games, 

9.    State-Of-The-Art Game Programs, 

10   Alternative Approaches, Summary




Model Questions 
1.   Explain  Semantic Nets, Frames

2.    What do you mean by Conceptual dependency, scripts ?
3.    Detail : CYC.Games, 

4.    What do you mean by Optimal Decision in Games?
5.    Explain Alpha-Beta Pruning, 

6.    Explain Imperfect Real-Time Decisions, 

7.    Detail Stochastic Games, 

8.   What are  Alternative Approaches ?
Unit - 5

	Course Code and Title14SCS24 AI & AT

	Chapter Number and Title:5. Learning from examples, and models
	Planned Hours:10 Hrs


Learning Objectives:

1. Understand the Learning from examples and models
2. Design Statistical or EM Algorithm models
3. Analyze and implement AI systems..
	Lesson Schedule

Class No.   Portion covered per hour

1. Forms of learning, Supervised learning, 

2. Learning decision trees, 

3. Evaluating and choosing the best hypothesis, 

4. The theory of learning ,PAC, 

5. Regression and Classification with linear models, 

6. Nonparametric models, Support vector machines, 

7. Ensemble learning.

8. Statistical learning, 

9. learning with complete data, learning with hidden variables: 

10. The EM algorithm.




Model Questions 

1.Explain : Forms of learning, Supervised learning, 
2.What do you mean by Evaluating and choosing the best hypothesis, 

3.Explain The theory of learning ,PAC, 
4. Explain Regression and Classification with linear models, 
5. Explain Nonparametric models, Support vector machines, 
6. Explain Ensemble learning.and Statistical learning, 
7. What do you mean by learning with complete data, learning with hidden variables: 

MODEL QUESTION PAPER

14SCS24 ARTIFICIAL INTELLIGENCE AND AGENT TECHNOLOGY
2ND  SEM M.Tech.(CSE) 20114-15
	Part A- Students have to answer all questions. Each question carrys two marks.

Part B- Students have to answer any four full questions out of six questions

	1.1
	Sl. No.

Part-A (Fill up the blanks)

Marks

* L1-L6

*CO

 A game has atleast 2players…say Yes or No

	1.2
	Beta cut off is reverse of Alpha cut off…say No or Yes

	1.3
	An expert system is --------------computer based system

	1.4
	An expert system = KA +KB + ….+ PD    Fill up middle

	1.5
	Clustering is discovering ……..group      Fill uo middle 

	1.6
	Genetic Algorithm inspired by .........evolution   Fill up

	1.7
	No computer program can match 3 year old child Yes or No

	1.8
	Empty +empty = ……………      Fill up

	1.9
	Full + full = Overflow   Is it correct ? say Yes or No 

	1.10
	If x is a normal variate, then (x-m)/ 10 is std. NV..say Yes or No

	Sl. No.
	Part-B


	Marks

	2a.
	How do you implement Optimal Decision in Games ?
	10

	2b.
	Explain : Alpha-Beta Pruning
	10

	3a.
	What do you mean by Semantic Nets  and Semantic Frames ?
	10

	3b.
	How do you implement The EM algorithm ?
	10

	4a.
	How do you Evaluate and choose  the best hypothesis ?
	10

	4b.
	What do you mean by Stochastic Games, Partially Observable Games ?
	10

	5a.
	Explain : Nonparametric models, Support vector machines
	10

	5b.
	How do you classify  with linear models ?
	10

	6a.
	What do you mean by Statistical learning, learning with complete data ?
	10

	6b.
	Give examples for State-Of-The-Art Game Programs
	10

	7a.
	Explain learning with hidden variables
	10

	7b.
	Explain : Forms of learning, Supervised learning, Learning decision trees
	10


14

